Identifying transcriptional miRNA biomarkers by integrating high-throughput sequencing and real-time PCR data
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Abstract

Using both high-throughput sequencing and real-time PCR, the miRNA transcriptome can be analyzed in complementary ways. We describe the necessary bioinformatics pipeline, including software tools, and key methodological steps in the process, such as adapter removal, read mapping, normalization, and multiple testing issues for biomarker identification. The methods are exemplified by the analysis of five favorable (event-free survival) vs. five unfavorable (died of disease) neuroblastoma tumor samples with a total of over 188 million reads.

In this article, we discuss the fundamental challenges involved in estimating expression values from short RNA reads and describe the computational pipeline for obtaining a ranked list of differentially expressed miRNAs from the raw sequence reads. Expression levels of these biomarker candidates should be confirmed by RT-qPCR, and we discuss how logarithmic HTS expression values correspond to negative \(D\) \(C\) \(q\) values. To provide some guidance for other experiments, we illustrate each step with numerical examples from our previous neuroblastoma study [4].

1. Introduction

Current high-throughput sequencing (HTS) technologies offer the opportunity to characterize the genomic, epigenomic and transcriptomic state of a tumor. Here we focus on the bioinformatic methodology of characterizing the microRNA (miRNA) transcriptome of a sample. Functional miRNAs regulate the translation and cleavage of mRNAs by sequence-specific interaction with the 3' UTR, reviewed in [1]. MiRNAs are involved in the regulation of many physiological processes, including differentiation, development and apoptosis [2]. In cancer, miRNAs may exert oncogenic function by inhibiting tumor suppressor genes or may act as tumor suppressors by inhibiting oncogenes [3]. The goal is to identify putative biomarkers, i.e., miRNAs that are differentially expressed between tumor and surrounding tissue, or between low-risk and high-risk subtypes of the tumor. In a previous study, we found differential miRNA expression between favorable versus unfavorable neuroblastoma subtypes [4].

In this article, we discuss the fundamental challenges involved in estimating expression values from short RNA reads and describe the computational pipeline for obtaining a ranked list of differentially expressed miRNAs from the raw sequence reads. Expression levels of these biomarker candidates should be confirmed by RT-qPCR, and we discuss how logarithmic HTS expression values correspond to negative \(D\) \(C\) \(q\) values. To provide some guidance for other experiments, we illustrate each step with numerical examples from our previous neuroblastoma study [4].

2. Material and methods

2.1. Datasets

The dataset of our previous study consists of five low-risk patients (neuroblastoma stage 1, no MYCN amplification, event-free survival [EFS], labeled 552–556) and five high-risk patients (neuroblastoma stage 4 with MYCN amplification, died of disease [DoD], labeled 557–561). This dataset can be retrieved from the NCBI Sequence Read Archive [5] using Accession No. SRA009986.

In the form presented here, the pipeline expects color space [6] FASTA (.csfasta) and quality (.qual) files, which is the format output by a SOLiD run. The downloaded .sra files can be converted with abi-dump from the NCBI SRA SDK.
For the methods of sample preparation, RNA isolation, small RNA enriched library generation with the small RNA expression kit (SREK), SOLiD sequencing and miRNA RT-qPCR protocols on the example dataset, we refer to the Materials and Methods section of our previous study [4].

2.2. Required software

For the bioinformatics pipeline, the following software is required: Python1 (version ≥ 3.2) with the following additional packages (in their Python 3 versions): pysam, matplotlib (with PDF output support), numpy, and scipy. From our group, snakemake2 [7] (version ≥ 1.3), cutadapt3 [8] (version ≥ 1.1), and sqt4 are required. Necessary external tools are BWA5 [9] (a version ≤ 0.6 for color space data (for SOLiD reads); color space support was disabled with version 0.6), SAMtools6 [10], BEDTools7 [11] (version ≥ 2.16).

2.3. Required resources

The following required resources are downloaded automatically when running our pipeline: the human genome reference assembly GRCh37 [12], as used by the 1000 Genomes Project, the ENSEMBL genome annotation track,9 and a FASTA file with mature miRNAs of all organisms provided by the most recent miRBase version 18 (as of June 2012; released on November 2, 2011)10 [13], as well as the release 8.1 version of this file.11

3. Fundamental challenges

Before we discuss the steps of the pipeline, we highlight three fundamental difficulties that arise during the analysis of short (mi) RNA reads.

3.1. Short sequences do not map uniquely against a large genome

Mapping all reads against the human genome (see Section 4.3) serves the purpose of obtaining a global picture about which RNA types are contained in the library at which levels. For example, we may assess the success of mRNA and rRNA depletion in the sample. However, mapping short reads against a whole genome creates a fundamental problem: sequences with a length of approximately 22 bp are not always uniquely mappable, even without error tolerance. We are not aware of detailed uniqueness statistics of the human genome in the literature, so we provide them here (Fig. 1).

If a random position is picked in the human genome (GRCh37) and the 22-mer starting at that position is examined, there is a 23.4% chance that this 22-mer occurs somewhere else in the genome, or a 76.6% chance for uniqueness. Fig. 1 plots the uniqueness of k-mers as a function of k. Because of long repeats in the human genome, the fraction of unique k-mers never reaches 90% in the plotted range. It makes little sense to attempt to map a DNA fragment of length 18 or below.

These statistics have been obtained by constructing the enhanced suffix array [14] of Genome Reference Consortium Human genome build 37 (GRCh37) and its reverse complement using the algorithm described in [15] and considering the longest common prefixes (lcp table) of lexicographically adjacent suffix pairs. If at position p, the maximum of the adjacent longest common prefix lengths is ℓ, then the (ℓ + 1)-mer at position p is unique. Only those suffix pairs were considered where the unique (ℓ + 1)-mer consists of proper nucleotides (no IUPAC wildcards, no sequence separators).

3.2. Mature miRNAs do not map uniquely against the human genome

While the statistics of Fig. 1 are true in general for short sequences, the same cautionary statement holds for miRNAs in particular. We mapped all 1898 unique mature miRNA sequences in miRBase release 18 against GRCh37 with BWA (see also Section 4.3) and found that 370 of them cannot be mapped back uniquely and were often mapped to locations outside of annotated miRNAs since other locations in the genome share the same sequence. It has also been reported that some miRNAs cross-map to tRNAs because of sequence similarity [16]. However, there is a significant length difference between mature miRNAs (20–23 nt) and tRNAs (70–90 nt). Thus a solution is to map all reads of typical mature miRNA length not against the genome, but specifically against the mature miRNAs in miRBase.

3.3. Some miRNA share high sequence similarity

To obtain miRNA expression levels, we map specifically against miRBase. Most mature miRNA sequences are dissimilar to each other; however, there are a few distinct miRNAs with very similar sequences (edit distance of 1 or 2); see Fig. 2. While this is no a priori reason for concern, we must keep these relations in mind when evaluating biomarker candidates.

4. Automated miRNA expression analysis

Computing the expression profiles of all miRNAs from raw sequence reads involves several steps. In addition to a textual description, a well-documented and formalized workflow description is necessary to reproduce each single step. We use the
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1 http://www.python.org/
2 http://code.google.com/p/snakefile/
3 http://code.google.com/p/cutadapt/
4 http://code.google.com/p/sqt/
5 http://bso-bwa.sourceforge.net/
6 http://samtools.sourceforge.net/
7 http://code.google.com/p/bedtools/
8 ftp://ftp.1000genomes.ebi.ac.uk/vol1/ftp/technical/reference/human_g1k_v37.fasta.gz.
10 ftp://mirbase.org/pub/mirbase/CURRENT/mature.fa.gz (most recent release).
workflow system \textit{snakemake} \cite{schmierer2011} to describe the bioinformatics pipeline in a way that is both formal and human-readable and can be visualized in graphical form (cf. Section 4.1).

We then describe each key step in more detail. For each dataset (patient), the following steps are executed: pre-processing, adapter removal and quality control of the raw sequence files obtained from the sequencing service (Section 4.2), followed by read mapping to the genome (for a global overview for RNA types in the library) and to the target miRNA transcripts (for accurate expression level estimation; Section 4.3). Once the raw miRNA counts have been obtained for each patient, several steps follow that operate on all datasets jointly, most importantly normalization between experiments (Section 4.4) and detection of differential expression between two classes (Section 4.5), which is the first step for biomarker identification. Potential biomarkers must then be verified technically with an independent method, and biologically on independent samples (i.e., other patients). We discuss how sequencing-based expression values are compared with quantification cycle \((C_q)\) values from RT-qPCR (Section 4.6).

4.1. Workflow management with \textit{snakemake}

Several interactive graphical workflow specification and execution systems exist, as well as text-based systems. Here we use \textit{snakemake} \cite{schmierer2011}, which uses a textual representation to both document and formally specify a workflow in an executable way. The workflow is described by defining rules that specify how a group of output files is created from a group of input files, exploiting \textit{Snakemake} features to specify the intermediate re-}

The initial quality control and filtering of the raw reads depends on the sequencing technology used. As most vendor software comes with integrated quality control and filter options, we do not discuss these in detail.

All technologies produce reads that are longer than the expected length of mature miRNAs (20–23 nt); e.g., SOLiD produces at least 35-mers. Thus, reads containing a mature miRNA also contain (part of) the adapter sequence at the end, and it is necessary to remove the adapters before aligning the reads to the reference transcriptome.

If the reads are obtained in dinucleotide color space (using ABI SOLID sequencing \cite{chow2010}), adapter removal should also occur in color space; if the reads are obtained in nucleotide space, adapter removal should occur in nucleotide space as well. A tool that supports both scenarios is \textit{cutadapt} \cite{schmierer2011}.

The start position of the adapter sequence within the read is located using a free-end-gap (also called semiglobal or overlapping) sequence alignment with a carefully chosen error rate (see below). Computation of full alignments requires time proportional to the product of read length, error rate and adapter length, but since both sequences are short, adapter removal takes two minutes per million reads on a typical desktop computer, using a single core of an Intel Core 2 Quad (Q9400) processor at 2.66 GHz.

At the same time, \textit{cutadapt} may convert different input formats (e.g., separate .csfasta and .qual files) into the common .fastq format usable by most read mappers. Fig. 3 shows the part of the Snakefile that implements adapter cutting. We set the maximum error rate to 20\% for the following reason: since we use 35 bp reads, those reads that contain miRNAs of the most common lengths 20–23 nt contain adapters of lengths 15–12 nt (corre-}

We start with a description of the read mapping process, followed by the detection of differential expression.
evidence that miRNAs are present in sufficient quantity in the samples. In our datasets, we found that on average 25% of the reads have a length in this close range after adapter removal (cf. Fig. 4).

If one is exclusively interested in reads that probably contain mature miRNAs after adapter removal, the output of cutadapt can be restricted to those reads that have the desired length of 20–23 nt (19–22 colors) with the `--minimum-length` and `--maximum-length` options.

4.3. Mapping processed reads with BWA

To quantify the expression of short RNA transcripts, two different ways of mapping the processed reads are advisable. They use different references and serve different purposes.

1. For quality control and assessing whether small noncoding RNAs were enriched against mRNA and ribosomal RNA (rRNA), all reads are mapped against the entire reference genome and their locations compared against several RNA annotation tracks.

2. For computing accurate miRNA expression values, the reads are mapped specifically against miRBase.

For both mapping steps, we use BWA [9] version 0.5.9. In more recent versions (0.6.x), mapping of color space reads is disabled.

Before mapping reads, indexes of the respective reference sequences need to be created with `bwa index` or `bwa index -c` for color space. The reads without adapters, which must be stored in FASTQ files, are then mapped with `bwa aln` (again adding `-c` for color space), processed further with `bwa samse`, and converted to BAM format with `samtools` [10]. All three commands can be run at the same time by connecting them through a Unix pipe, which avoids creating unnecessary temporary files and makes better use of multiple CPU cores.

We now describe the two mapping procedures in detail.

4.3.1. Mapping against the human genome

The BWA index is created from the human genome reference assembly GRCh37 (see Section 2). All reads of a minimum length of 17 colors after adapter removal (18 nt, see Section 3.1), which includes those reads that were not trimmed and may therefore contain regular mRNA, are mapped against the reference. Using `bedtools intersect` from BEDTools [11], each mapped read in the resulting BAM file, including those that do not map uniquely, is annotated with the features of the ENSEMBL genome annotation track. The annotations are grouped into the categories `coding` (annotations ‘protein_coding’, ‘retained_intron’), `miRNA` (annotation ‘miRNA’), and other non-coding (other annotations). Both `Snakefile` rules are shown in Fig. 5.

The error tolerance may be increased from the BWA default of two to three errors, but this increases the required CPU time for
One further change of the reference sequences is recommended when using BWA. BWA does not align reads that extend beyond the reference sequence even when the match is otherwise perfect and the number of additional bases (counted as insertions) would be within the number of allowed errors. Since we want to count such reads, as they probably contain miRNAs with terminal additions, we append five 'N' characters to each mature miRNA reference. BWA replaces each 'N' character with a random base and therefore the overhanging bases will be counted as errors. The number of 'N' characters appended should not be too large in order to limit the bias introduced by random matches into the 'N' region. We found that the number of mapped reads improved up to a number of five 'N' characters, while more than five characters merely increased the amount of random matches. Prepending 'N' characters in addition to appending them did not improve mapping results.

From the adapter-trimmed reads, we use only those that fall within the length range of mature miRNAs in miRBase, which is 16–26 nt. Due to the small size of the reference sequence, the mapping process is very fast and the number of allowed mismatches can be increased to three (parameters \(-n 3 -k 3\)) with negligible increase in runtime.

In contrast to mapping against the full genome, we recommend a conservative approach of discarding non-unique mappings for further analysis of the resulting BAM files. A read is mapped non-uniquely if it maps to two distinct locations in the target sequences with the same minimum error number. While this systematically underestimates the read counts for those miRNAs that are very similar to other miRNAs, a precise estimate is simply not possible in such cases.

### 4.3.3. Color space considerations

Reads obtained in dinucleotide color space should be mapped to a color space reference [6]. Mapping in color space bears the advantage of removing technical sequencing errors during conversion from color space to nucleotide space, since two colors need to be changed if one nucleotide is altered. BWA’s options take care of the technical details, but with some attention to detail, the mapping sensitivity can be increased, as we describe here.

Each color is the result of interrogating two adjacent bases (a dinucleotide) of the sequenced fragment. The entire fragment contains a 5' adapter, a sequence of interest (miRNA) and a 3' adapter. Sequencing starts from the dinucleotide that covers the last base of the 5' adapter (usually a 'T') and the first base of the miRNA.

The first color therefore contains information about a base that is not part of the actual read. During mapping, this leads to spurious mismatches in the first color. Some read mappers such as BWA therefore require the first color of each read to be removed before mapping.

A similar problem becomes apparent when considering the dinucleotide that covers the transition from the miRNA into the adapter sequence. The corresponding color will also lead to spurious mismatches. During adapter removal, cutadapt takes care of this by removing the adapter and also the color preceding it from the read.

The procedure is illustrated below; colors are represented by numbers between 0 and 3. The 'T' at the start of the read is the last base of the 5' adapter and not part of the read (but conventionally included in the FASTQ file to allow decoding the read). The colors that need to be removed are underlined.
BWA outputs an alignment in nucleotide space by decoding color space reads of length \( n \) (which contain information about \( n + 1 \) nucleotides) to the most likely nucleotide sequence, guided by the reference sequence to which the read was mapped. It retains only those nucleotides for which two colors are available, that is, the decoded read has a length of \( n - 1 \).

As a result, the alignments start one base too late and end one base too early. For example, for a miRNA of 20 nt, the alignment would only contain 18 nt. We use the following method in order to get full alignments, and also to avoid discarding colors of the read: we prepend a ‘T’ (last base of the primer) and append a ‘C’ (first base of the 3’ adapter) to each reference sequence; as described above, we also append five ‘N’s. Then we run the adapter removal step again, but we retain the first color and also the color preceding the adapter (the initial ‘T’ in the read still needs to be removed). This avoids the issue of spurious mismatches and the alignment will cover the entire miRNA since all nucleotides are supported by two colors. The only thing to keep in mind is that the start position of the alignment is off by one in the resulting BAM file.

### 4.3.4. Computing raw miRNA expressions

Raw absolute expression counts for each dataset are obtained from the BAM files by counting the number of reads mapping to a specific miRNA. Reads that map non-uniquely are discarded. We also discard a read if its reverse complement was mapped instead of the forward read. Reads starting at an offset greater than two within the reference are also discarded.

Each read that is mapped to a specific mature miRNA and not discarded increases the expression count for that miRNA by one. We thus obtain a raw count for each miRNA in each experiment, resulting in a table in which each row represents a miRNA and each column represents an experiment or patient.

### 4.4. Normalization

The raw counts are not comparable across patients, as the absolute number of reads obtained from each experiment varies. Therefore, the raw counts have to be normalized and brought to a common scale. There exist many normalization approaches, e.g., for microarray expression values, or for RNA-seq data. Quantile normalization [18] ensures that the sequence of sorted values (or distribution or histogram) of each experiment agrees with a reference (either one of the datasets or a consensus). It thus entirely modifies each experiment’s expression value distribution. Quantile normalization is appropriate when there are many transcripts to consider and the majority of them does not change their expression across experiments for biological reasons, i.e., when most observed variations are due to technical causes. Since there are only a few hundred distinct miRNAs, the underlying assumptions of quantile normalization may be hard to justify.

The least invasive way of normalizing expression data is to rescale each experiment to a common point of reference [19], which could be the mean of all expression values (or, equivalently, the sum), i.e., we could compute a factor such that the sum of expression values is 1,000,000 in each experiment. The disadvantage of mean- or sum-based normalizations is that they are unrobust with respect to a few high expressed miRNAs that dominate the raw counts.

Here we propose two non-invasive yet robust variants. Both variants are part of the pipeline and yield very similar results (cf. Figs. 6 and 7). For each normalization method, we obtain a table of normalized expressions such that each row represents a miRNA and each column represents an experiment or patient. We reduce this table to those miRNAs whose raw (unnormalized) expression values reach at least 5 counts in at least half of the experiments; we simply call them the (somewhere) “expressed” miRNAs. Below this level, no reliable statements are possible from statistical analysis, and such miRNAs are simply referred to as “not expressed”. In our experiments, 548 of the 1898 miRNAs (28.9%) were expressed according to this definition.

#### 4.4.1. Quantile-based scaling normalization

The idea is to use a simple scaling normalization but to compute the scaling factor in a robust way. We first pick one experiment as a reference, whose typical counts of expressed miRNAs should be high. We propose to pick the experiment with the highest third quartile (0.75-quantile). When scaling another experiment to the reference, we compute the scaling factor as follows. We sort the expression values of both experiments individually to obtain all quantiles. We now consider those quantiles which reach or exceed 20 raw counts in both experiments and compute the ratios between them. We pick the median of the ratios as the scaling factor.

#### 4.4.2. Capped quantile normalization

In principle, we perform a standard quantile normalization, but we leave out extreme values, which are normalized by an
appropriate scaling factor. In more detail, we first perform the quantile-based scaling normalization as described above to bring all expression values to a common scale and work on this pre-normalized set. Then we define the $i$-th reference quantile as the mean of the $i$-th quantiles of all experiments. However, if the standard deviation of the $i$-th quantiles exceeds a given value (here 25), we consider this quantile and all higher quantiles to be “extreme”. For the extreme quantiles, a new scaling factor is computed as the median of the ratios between high-expressed (but not extreme) quantiles. The non-extreme quantiles are set to the reference median of the ratios between high-expressed (but not extreme) quantiles, as for standard quantile normalization.

4.5. Analysis of differential miRNA expression

The expressed miRNAs are tested for differential expression among the two classes (here, favorable vs. unfavorable neuroblastoma, i.e., event-free survival vs. died of disease). Several statistics are computed for each miRNA: (1) a regularized log fold-change value, (2) a $p$-value from a two-sided $t$-test for different mean of regularized log-expression values, and (3) a false discovery rate (FDR).

The main difficulties when testing for differential expression stem from low expressed miRNAs. We partially alleviate this problem by considering only miRNAs that are expressed with a raw count of 5 in at least 5 experiments. Nevertheless, we consider the following hypothetical case of a miRNA that is expressed 0–5 times in one class with an average of 3, and 5–10 times in the other class with an average of 6. Numerically, this may well test as significant differential expression without nominating specific miRNAs yet.

If $\rho = 20$ is the number of pseudocounts and $x_{ij}$ is the (normalized) expression value of miRNA $i$ in experiment $j$, the regularized log fold-change estimate between the classes is

$$lfc_{ij} := \mu_{ij,1} - \mu_{ij,2}.$$  

The $t$-test for differential expression uses the log($x_{ij} + \rho$) values of the two classes and hence tests whether $\mu_{ij,1} = \mu_{ij,2}$.

When performing many tests, a fraction of $\rho$ features will have a $p$-value $\leq \rho$ just by chance, i.e., here we expect about 27 miRNAs with a $p$-value $\leq 0.05$ by chance. When plotting a histogram of all resulting $p$-values, a uniform distribution on the interval $[0, 1]$ is expected if no signal is present. Here, however, we observe a strong bias towards small $p$-values (Fig. 6), independently of the normalization method, which is a global indicator for differential expression without nominating specific miRNAs yet.

To single out significantly differentially expressed miRNAs, the $p$-values have to be corrected for multiple testing. One option is to compute the false discovery rate (FDR) according to Benjamini–Hochberg [20,21]. When considering all miRNAs with an FDR below 0.05, we may expect 5% of the reported miRNAs are falsely discovered as differentially expressed. In our experiments, the reported set of miRNAs is independent of the normalization method, which is a global indicator for differential expression without nominating specific miRNAs yet.

4.6. Validation by RT-qPCR

While the sequencing-based approach provides biomarker candidates, they have to be validated in two different ways to be confirmed as biomarkers.

The first validation is technical and consists of measuring miRNA expression on the same samples with an independent technique, for which RT-qPCR is the obvious choice. A multiplex stem–loop RT-qPCR protocol suitable for miRNA expression measurement [22] and corresponding normalization techniques [23] have been described previously. Reported are normalized quantification cycle numbers (ΔCq), which is the (fractional) PCR cycle number in which a certain quantity of the desired target is first reached in relation to a baseline, which is used for normalization. Since PCR amplifies the molecules exponentially, we expect that −ΔCq values correlate linearly with logarithmic normalized expression values from high-throughput sequencing (HTS) experiments.
For the comparison, the following technical challenge arises: depending on the RT-qPCR kit, its miRNA names may differ from those in the current miRBase version. We identified miRBase release 8.1 as the relevant one for the used PCR kit in our experiments, whereas the current version is release 18. In the meantime, miRBase has dropped miR/miR* naming and now consistently uses 5p/3p naming. To compare sequencing-based expression levels with RT-qPCR $-\Delta C_q$ values, corresponding names have to be mapped to each other. For this task, we advocate a sequence-based approach instead of a name-based approach, as it is the sequence that defines the miRNA. However, several sequences have also changed between miRBase releases (they gained, lost, or were shifted by one or a few nucleotides) without being assigned a new name.

We thus implemented the following comparison method. For both miRBase versions, a bi-directional mapping between names and sequences is created; however, each name is not only associated with the exact sequence, but also with the sequence without its first or last character. Given a previous miRNA name, the three associated sequences are retrieved; for each sequence, we check if any new names exist and collect these. Either the unique or most common new name is chosen. This procedure may be unsuccessful for two reasons: the sequence has diverged too much to be found in the newer release, or there may be two good candidate names without a clear preference. In those cases, we deem it appropriate that no explicit connection is made. This procedure uniquely identifies the current names for 404 of the 455 miRNAs of miRBase 8.1; for 48 miRNAs, the sequence has changed considerably, and for three miRNAs, the name assignment would be ambiguous.

Logarithmic expression and $-\Delta C_q$ values are compared by scatterplots for each experiment and summarized by Pearson correlation coefficients (Fig. 8 left). On our datasets, we found experiment-wise correlation coefficients between 0.655 and 0.732, independently of the normalization method. Additionally, we compute a correlation coefficient for each expressed miRNA across all experiments. This makes sense only for a sufficient number of experiments; $5 + 5 = 10$ in our dataset is certainly the lower limit. Looking at the resulting histogram of miRNA correlation coefficients (Fig. 8 right), we observe a good agreement between the two methods for most miRNAs, with some notable exceptions:

for the capped quantile normalization, the 11 anti-correlated miRNAs (correlation $\leq 0.0$) are 148b-3p, 151a-3p, 186–5p, 188–5p, 23a-3p, 30b-5p, 361–5p, 378a-5p, 517[ab]-3p, 617, 627. For quantile-based scaling normalization, 589–3p is additionally anti-correlated. Specific reasons for non-correlation or even anti-correlation between HTS and PCR are unknown to us. Contrary to our expectations, we did not find low correlation coefficients for those miRNAs with highly similar other miRNAs exist (cf. Section 3.3). The correlation coefficients also appear to be mostly independent of a miRNA's overall expression level or differential expression (data not shown).

The second validation of biomarker candidates involves establishing their biological predictiveness on independent samples. Ideally, their expression is measured by specific RT-qPCR reactions on a large collective of patients. We re-analyzed an independent cohort of 69 primary neuroblastomas [24], which were profiled using the Megaplex RT stem–loop primer pool (Applied Biosystems, Foster City, CA, USA) with a two-step amplification protocol [22] and a corresponding normalization technique [23].

The assay is limited to the detection of miRNAs known and specified at design time. Therefore, we were not able to assess each biomarker candidate identified by sequencing with this existing assay. The results are shown in Table 1, where the false discovery rate (FDR) is limited by 0.10, i.e., 10% of the candidates can be expected to be falsely included. All assessable candidates (hsa-miR–149–5p, hsa-miR–331–3p, hsa-miR–181a–5p, hsa-miR–654–5p and hsa-miR–25–3p) were confirmed by the RT-qPCR approach on the independent test set. Additionally, for these same candidates the correlation between sequencing-based logarithmic HTS expression and PCR-based $-\Delta C_q$ values on the 10 profiled datasets was high. This finding underlines the robustness of our sequencing results and suggests that most of the remaining candidates warrant further study.

We additionally investigated the differential expression of miRNAs previously described as associated with neuroblastoma outcome and for which RT-qPCR data on the test cohort was available. The findings are summarized in Table 2. It should be noted that the shown RT-qPCR false discovery rate (PCR-FDR) is based on 69 samples, whereas the sequencing-based FDR (HTS-FDR) is derived from only 10 samples, and thus has less power to
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Fig. 8. Left: scatter plot of logarithmic HTS miRNA expression values (x-axis) against negative $\Delta C_q$ values (RT-qPCR, y-axis) on dataset 552 after capped quantile normalization with a Pearson correlation coefficient of 0.695. Each dot represents one of 202 expressed miRNAs. The other datasets look similar with correlation coefficients between 0.655 and 0.732, independently of the normalization method. Right: histogram of correlation coefficients for each of 202 miRNAs across 10 experiments after capped quantile normalization.
detect differential expression. Most miRNAs detected by RT-qPCR, marked ‘∗’ or ‘∗∗’, are considered as weak candidates by the sequencing approach, marked ‘o’. One could speculate that sequencing more patients could yield results comparable to PCR.

## Table 1
Potential biomarker candidates for discriminating between prognostically favorable vs. unfavorable neuroblastomas, discovered with an FDR ≤ 0.10. HTS-FDR: false discovery rate from 5 + 5 HTS datasets, using the worse of the two FDRs from the two normalization methods; PCR-FDR: false discovery rate from an independent cohort of 69 patients using RT-qPCR, visualized using *** for FDR ≤ 0.001, ++ for FDR ≤ 0.01, * for FDR ≤ 0.05, and ? if FDR not available (N/A); Corr.: miRNA-specific correlation coefficient between log (expression) and −ΔC<sub>q</sub> values on the same 5 + 5 patient datasets.

<table>
<thead>
<tr>
<th>miRNA</th>
<th>HTS-FDR</th>
<th>PCR-FDR</th>
<th>Corr.</th>
</tr>
</thead>
<tbody>
<tr>
<td>hsa-miR-181a-2-3p</td>
<td>0.038</td>
<td>N/A</td>
<td>?</td>
</tr>
<tr>
<td>hsa-miR-628-5p</td>
<td>0.038</td>
<td>N/A</td>
<td>?</td>
</tr>
<tr>
<td>hsa-miR-3612</td>
<td>0.041</td>
<td>N/A</td>
<td>?</td>
</tr>
<tr>
<td>hsa-miR-1249</td>
<td>0.042</td>
<td>N/A</td>
<td>?</td>
</tr>
<tr>
<td>hsa-miR-744-5p</td>
<td>0.042</td>
<td>N/A</td>
<td>?</td>
</tr>
<tr>
<td>hsa-miR-323a-5p</td>
<td>0.089</td>
<td>N/A</td>
<td>?</td>
</tr>
<tr>
<td>hsa-miR-149-5p</td>
<td>0.094</td>
<td>0.001</td>
<td>***</td>
</tr>
<tr>
<td>hsa-miR-331-3p</td>
<td>0.094</td>
<td>0.001</td>
<td>***</td>
</tr>
<tr>
<td>hsa-miR-19a-5p</td>
<td>0.094</td>
<td>0.017</td>
<td>++</td>
</tr>
<tr>
<td>hsa-miR-654-5p</td>
<td>0.094</td>
<td>0.005</td>
<td>++</td>
</tr>
<tr>
<td>hsa-miR-25-3p</td>
<td>0.094</td>
<td>0.036</td>
<td>+</td>
</tr>
<tr>
<td>hsa-miR-431-3p</td>
<td>0.094</td>
<td>N/A</td>
<td>?</td>
</tr>
<tr>
<td>hsa-miR-5010-5p</td>
<td>0.094</td>
<td>N/A</td>
<td>?</td>
</tr>
<tr>
<td>hsa-miR-3605-5p</td>
<td>0.096</td>
<td>N/A</td>
<td>?</td>
</tr>
</tbody>
</table>

## Table 2
FDRs of miRNAs previously reported as potentially discriminating between prognostically favorable vs. unfavorable neuroblastoma courses. HTS-FDR: false discovery rate from 5 + 5 sequencing datasets, using the worse of the two FDRs from the two normalization methods, visualized using *** for FDR ≤ 0.001, ++ for FDR ≤ 0.01, * for FDR ≤ 0.05, o for FDR ≤ 1/3, empty otherwise; PCR-FDR: false discovery rate from independent cohort of 69 patients using RT-qPCR, visualized similarly; Corr.: miRNA-specific correlation coefficient between log (expression) values and −ΔC<sub>q</sub> values on the same 5 + 5 patients.

<table>
<thead>
<tr>
<th>miRNA</th>
<th>HTS-FDR</th>
<th>PCR-FDR</th>
<th>Corr.</th>
</tr>
</thead>
<tbody>
<tr>
<td>hsa-miR-17-5p</td>
<td>0.193</td>
<td>0.004</td>
<td>++</td>
</tr>
<tr>
<td>hsa-miR-18a-5p</td>
<td>0.732</td>
<td>0.023</td>
<td>+</td>
</tr>
<tr>
<td>hsa-miR-19a-3p</td>
<td>0.390</td>
<td>0.017</td>
<td>+</td>
</tr>
<tr>
<td>hsa-miR-19b-3p</td>
<td>0.314</td>
<td>0.204</td>
<td>o</td>
</tr>
<tr>
<td>hsa-miR-20a-5p</td>
<td>0.412</td>
<td>0.008</td>
<td>++</td>
</tr>
<tr>
<td>hsa-miR-25-3p</td>
<td>0.094</td>
<td>0.036</td>
<td>+</td>
</tr>
<tr>
<td>hsa-miR-34a-5p</td>
<td>0.271</td>
<td>0.532</td>
<td>+</td>
</tr>
<tr>
<td>hsa-miR-34c-5p</td>
<td>0.507</td>
<td>0.230</td>
<td>o</td>
</tr>
<tr>
<td>hsa-miR-92a-3p</td>
<td>0.315</td>
<td>0.002</td>
<td>++</td>
</tr>
<tr>
<td>hsa-miR-125a-5p</td>
<td>0.823</td>
<td>0.364</td>
<td>+</td>
</tr>
<tr>
<td>hsa-miR-125b-5p</td>
<td>0.603</td>
<td>0.501</td>
<td>0.771</td>
</tr>
<tr>
<td>hsa-miR-149-5p</td>
<td>0.094</td>
<td>0.001</td>
<td>***</td>
</tr>
<tr>
<td>hsa-miR-181a-5p</td>
<td>0.094</td>
<td>0.005</td>
<td>++</td>
</tr>
<tr>
<td>hsa-miR-181b-5p</td>
<td>0.232</td>
<td>0.676</td>
<td>0.790</td>
</tr>
<tr>
<td>hsa-miR-181c-5p</td>
<td>0.944</td>
<td>0.559</td>
<td>0.398</td>
</tr>
<tr>
<td>hsa-miR-190a</td>
<td>0.236</td>
<td>0.049</td>
<td>+</td>
</tr>
<tr>
<td>hsa-miR-199a-5p</td>
<td>0.152</td>
<td>0.293</td>
<td>o</td>
</tr>
<tr>
<td>hsa-miR-19b-5p</td>
<td>0.192</td>
<td>0.129</td>
<td>o</td>
</tr>
<tr>
<td>hsa-miR-323a-5p</td>
<td>0.530</td>
<td>0.040</td>
<td>+</td>
</tr>
<tr>
<td>hsa-miR-302-5p</td>
<td>0.133</td>
<td>0.008</td>
<td>++</td>
</tr>
<tr>
<td>hsa-miR-542-5p</td>
<td>0.152</td>
<td>0.005</td>
<td>++</td>
</tr>
<tr>
<td>hsa-miR-628-3p</td>
<td>0.271</td>
<td>0.006</td>
<td>++</td>
</tr>
<tr>
<td>hsa-miR-654-5p</td>
<td>0.094</td>
<td>0.005</td>
<td>++</td>
</tr>
<tr>
<td>hsa-let-7a-5p</td>
<td>0.458</td>
<td>0.137</td>
<td>o</td>
</tr>
<tr>
<td>hsa-let-7b-5p</td>
<td>0.304</td>
<td>0.312</td>
<td>o</td>
</tr>
<tr>
<td>hsa-let-7c</td>
<td>0.358</td>
<td>0.046</td>
<td>+</td>
</tr>
<tr>
<td>hsa-let-7d-5p</td>
<td>0.782</td>
<td>0.890</td>
<td>0.525</td>
</tr>
<tr>
<td>hsa-let-7e-5p</td>
<td>0.966</td>
<td>0.847</td>
<td>0.419</td>
</tr>
<tr>
<td>hsa-let-7f-5p</td>
<td>0.707</td>
<td>0.194</td>
<td>o</td>
</tr>
</tbody>
</table>

## 5. Discussion and conclusion
As discussed in Section 3, there are several challenges present in the typical short reads of miRNA datasets that distinguish their analysis from that of typical RNA-seq experiments. Attention to detail in every analysis step, such as embedding the mature miRNA reference sequences into their adapter context when mapping in color space, or robust non-invasive normalization methods are crucial for obtaining accurate expression level estimates.

We provide an optimized automated pipeline, as described in Section 4 for miRNA expression estimation and differential expression analysis in order to discover putative biomarkers for distinguishing favorable from non-favorable neuroblastoma tumors. The pipeline is complex, but consists of modules of rules that can be modified, left out or expanded with additional rules to customize the workflow for different environments or slightly different tasks. Visualization as a directed acyclic graph highlights the dependencies between computational steps (see electronic supplement). The pipeline itself is available as a Snakefile in the electronic supplement. Sample names and corresponding file names and paths have to be reconfigured for different datasets and on different systems.

The pipeline is optimized for the analysis of miRNA reads in dinucleotide color space; this appears to be one of the main applications of the SOLiD sequencing system. If the sequencing data is directly obtained in nucleotide space (e.g., in FASTQ format), the complications related to color-space mapping disappear, but those related to short read length remain. We have not found the similarity of single miRNA pairs (Section 3.3) to be a problem.

We believe that it is reassuring (and worth verifying) that different normalization methods (one pure scaling method and a more invasive quantile-based method) give similar results. If this were not the case, the resulting biomarker candidates should probably be discarded, as they would be unrobust with respect to the normalization method. The named wildcards in the Snakefile make it easy to execute the same pipeline in parallel for any number of normalization methods and to compare the results.

Comparing the respective strengths of both high-throughput sequencing (HTS) and RT-qPCR, we would like to point out that HTS analysies can be re-applied even to older datasets whenever the objects of interests have been re-defined. As miRBase has been updated several times since previous studies, we were able to propose novel biomarker candidates. However, due to high costs, miRNA analysis by HTS is limited to few datasets, sacrificing power to detect differential expression. RT-qPCR is limited to existing assays (here, we could not obtain ΔCq values for many of the newer miRBase entries), but it can be applied in a targeted way cost-effectively to more samples than the HTS strategy, yielding higher detection power.

It is further advisable to combine the respective strengths of HTS for unbiased candidate generation and potentially discovery of yet unknown miRNAs [14]; not discussed here) and of RT-qPCR to examine generated candidates in a larger number of biological samples for verification or rejection.
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