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Chapter 1

Introduction

1.1 Motivation

Machine learning is playing an ever growing role, not just in computer science, but in
countless real-world applications. Yet traditional machine learning methods have certain
disadvantages: firstly, they must be trained on a large amount of data in order to achieve
the wanted performance and secondly, it is assumed that the training and target data are
distributed independently and identically.

While in most applications this is not too big of a problem, in many real-world appli-
cations there might be few labeled data available for training and it can be very expensive
or very difficult to obtain the needed amount of training data. Or the training and target
data, even though they might be related, could differ in distribution. Therefore it would
be ideal, if there existed a way to eliminate the need of large training datasets or a way
to maintain good results for a slightly different, but related target domain. A way to
exploit the knowledge from a certain source domain and using it to learn a new task in a
related target domain more effectively. Exactly this is the goal of (unsupervised) domain
adaptation.

Domain adaption methods attempt to learn a mapping between two related domains
(the source and the target domain) [1]. In this setting, it is not assumed that the training
and target data have an identical distribution. On the contrary, domain adaptation is
especially designed for cases in which the source and target domains differ. In the specific
case of unsupervised domain adaptation, it is also assumed that there is now labeled data
available in the target domain.

Therefore, unsupervised domain adaptation is a promising machine learning method
for many real-world applications, especially in the field of physics. While physics use
cases are ones where there is a vast amount of data, the labeled training data is mostly
obtained from simulations, while the recorded deployment data (gathered from real-world
experiments/observations) is mostly unlabeled. Simulation data might be vastly available
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2 CHAPTER 1. INTRODUCTION

and similar to real data, however its distribution is slightly different than that of real data.
To combat this, domain adaptation attempts to find and focus on representations that
have the same distribution in both the source and target domain [1].

One specific application, in which domain adaptation could possibly be quite useful,
is that of Gamma-Hadron Separation, as most machine learning models attempt to solve
this problem by using only synthetic data, because it is difficult to gather labeled data for
this task [2].

Gamma rays are emitted by different celestial object and can therefore provide in-
teresting information. However, the telescopes build to capture these gamma rays also,
inevitably, capture a lot of background noise, known as hadrons. Therefore, in order to
analyze the gamma rays, one must separate the gammas from the hadrons.

Recently, Buschjäger et al. [2] presented good results for the gamma-hadron separation
task with a deep machine learning model trained on simulation data, although they did
not consider the differences between the two domains (simulation data and real-world
data). Hence it would be interesting to see wether a deep domain adaptation method
could improve their model for more accurate predictions on the real test data.

This is the question I will try to answer in this thesis, by using the deep model proposed
in [2] and adjusting it according to the work of Ganin et al. in [1].

1.2 Structure

My thesis is divided into 5 different chapters. In the second chapter I will give an overview
of the fundamental tools needed for this thesis. After that, in chapter 3, the main method
of this thesis will be introduced, together with three different baseline methods. In the
fourth chapter, the setup of my experiments, as well as their results, will be presented and
discussed. Finally, in chapter 5, I will summarize my findings and give a brief outlook on
further research.



Chapter 2

Foundations

2.1 Domain Adaptation

The aim of this paper is to improve gamma-hadron separation by using deep unsupervised
domain adaptation. Therefore it is vital to understand domain adaptation.

Domain adaptation can be seen as a type of transfer learning. Transfer Learning aims
to achieve higher accuracy on data from a certain target domain by training a model on a
related source domain or task [3].

In order to further understand transfer learning and domain adaptation, one must first
understand the definition of “domain” and “task” as defined in Pan et al. [3]. A domain
has two components: the first is a feature space (the features of the data [4]) and the
second is a marginal probability distribution (the distribution of said features within the
dataset [4]). A task also consists of two components: a label space (the set of labels in
the dataset) and an objective prediction function, which is learned from the training data.
The objective prediction function is used to predict a label from the label space for an
instance from the feature space.

Let X ✓ Rd denote the feature space and Y the label space, PX : X ! [0, 1] is the
probability distribution for X . For both domains, the predictive function f : X ! Y is
assumed to be identical.

For two domains to be different, by this definition, they may have a different feature
space (e.g. different languages in a document classification setting) or a different marginal
probability distribution (e.g. simulation and real data). When two tasks are different, they
can differ in the label spaces or the objective predictive function [3].

In our particular setting, where the source data consists of simulation data and the
target data of real data, the source and target domains are different in that they have dif-
ferent marginal probability distributions (simulation data and real data), while the source
and target task stays the same.

3



4 CHAPTER 2. FOUNDATIONS

The aim to learn a classifier or predictor for a target domain by using a related but
different source domain applies to the problem of domain adaptation (DA).

DA itself can be divided into two cases, the first being that of unsupervised DA. In this
case, there is no labeled training data available in the target domain [1]. This is the case
that will be the focus of this paper, since the real data of a telescope is never labeled. The
second case is semi-supervised domain adaptation, in which there is some labeled training
data available.

Some research has already been conducted on “shallow” DA approaches, creating a
mapping between the source and target domains and combining the already learned clas-
sifier with this mapping in order to also apply it to the target domain [1]. This can be
done by, amongst other things, reweighing or selecting samples from the source domain
[1, 5, 6, 7] or by mapping the two domains to another feature space where they cannot be
distinguished [8]

Ganin et al. [1] propose a “deep” DA approach in which domain adaptation and (deep)
feature learning are combined within one process, instead of being done separately. There-
fore the final classifier makes decisions based on discriminative features which have very
similar distributions in both domains. I will be applying this approach to the CNN-based
model used for gamma-hadron separation developed by Buschjäger et al. [2], in the interest
of increasing the predictive accuracy in the target domain by making use of the unlabeled
real data.

2.2 Neural Networks

An ANN is a layered network of so called artificial neurons (ANs). Usually an ANN has an
input layer, an output layer and one or more hidden layers. The ANs in one of these layers
can be partially or fully connected to the ANs in the next layer, with each connection
having an assigned weight [9, 10].

Each AN computes an output by calculating the weighted sum of its input connections
and applying a non-linear activation function to it. The net input signal is computed as
the weighted sum of all input signals and a bias weight. The computed output is then fed
to the connected ANs in the next layer [9].

Before training the ANN, the weights of all connections are randomly initialized. Then
during the training, the weights are adjusted in order to minimize the error between the
networks output and the training datas output [9]. As a neural network’s predictive accu-
racy relies heavily on its training, it is of utmost importance to understand this training
procedure. In the learning phase, the aim is to find the best parameters for a specified
network so that its predicted outputs/labels ŷ are close to the actual outputs/labels y [11],
while still being able to adapt to “unseen” data (test data). The most common approach
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to training neural networks is that of stochastic gradient descent (SGD) with the help of
backpropogation.

2.2.1 Backpropagation

Backpropagation actually consists of two phases: the forward propagation and the back-
ward propagation [12]. The forward propagation serves the purpose of calculating an
output for a specific input, while the backward propagation aims to compute the gradient
of the networks parameters based on the previously calculated output. But before I go into
further explanation about the backward propagation, let me first clarify how the output is
calculated during the forward propagation phase. As stated above, the artificial neurons
in an ANN compute the net input signal and use this to determine an output according to
its activation function. The net input signal is calculated as follows:

netxj =
X

wjioxi + bj . (1)

Here, netxj is net input signal of the jth neuron given the input x, oxi is the output
of the ith neuron and wji is the weight of the connection between the ith and jth neuron.
bj denotes the aforementioned bias weight of this neuron. Once the net input signal has
been calculated, it is passed to the activation function for the determination of the output
signal. The most used activation functions are linear and sigmoid functions. While the
linear function is pretty self-explanatory, the sigmoid function can be implemented in
several way. However,

oxj = a(netxj) =
1

1 + e�netxj
, (2)

with oxj being the output of the jth neuron for the input x, a denoting the activation
function and netxj its previously computed net input signal, is the most often used imple-
mentation [12, 11, 13]. A sigmoid function only returns values in the range [0,1] as can be
seen in Fig. 2.1(a).

Another very popular activation function is ReLU (Rectified Linear Unit) as seen in
Fig. 2.1(b), which has gained popularity by being very light, effective and reliable [14].
ReLU is defined as:

oxj = a(netxj) = max(0, netxj) , (3)

Some of the benefits of the ReLU function are an improved speed in training and fewer
activations within the network as only neurons with a positive net are activated [15].
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(a) Sigmoid.

(b) ReLU

Figure 2.1: (a) illustrates the basic sigmoid for a neuron with a single input. In this case the
weight of the input was fixed at 1 and the bias was set to 0. Changing the bias would result in a
shifting of the sigmoid along the x axis, while a change in the weight would affect the steepness of
the function [12]. (b) depicts the popular ReLU activation function. The functions were plotted
using FooPlot1.

After the net input signal and activation function have been computed in a neuron,
the output is fed to all the connected neurons in the next layer. These neurons then do
exactly the same until the output layer is reached. Here, instead of feeding the output
to the next layer, the output vector is interpreted as the networks output ŷ for the given
input x. Once the output has been determined, it is compared to the actual desired output
y of the input x via some loss function [12].

1http://www.fooplot.com



2.2. NEURAL NETWORKS 7

This moves us on to the backward propagation, where the gradient of the networks
parameters are computed according to the results of the loss function and then adjusted
via stochastic gradient descent. Two popular loss functions are the mean squared error
(MSE) [12] and the cross-entropy loss functions [16]:

MSE =
1

n

nX

i=1

(yi � ŷi)
2 , (4)

CE = �
nX

i=1

yi log ŷi , (5)

with yi being the desired output for the i-th training sample, ŷi the computed output
for the i-th training sample and n the number of training samples. If n = 1, the loss is
calculated after each training sample. This is called incremental learning. If n > 1, the
loss is summed up over samples before any adjustments to the networks parameters are
made. This is called batch learning [12].

There are reasons for the use of each of the afore mentioned loss functions, however MSE
is mostly used for regression tasks, while cross-entropy is used primarily for classification
tasks [17].

Now the aim of a neural network is to make predictions ŷ that are close to the desired
values y. Therefore it must try to minimize the loss function. This can be done by adjusting
the weights and biases within the network. But this raises the question of how to adjust
them. In order to answer this question we make use of the derivatives of the loss function
[11], with respect to the networks parameters, as it tells us wether increasing a weight leads
to more or less error. If it leads to more error, the weight is decreased, if it leads to less
error, the weight is increased. After the parameters have been adjusted, we go back to the
forward propagation. This process is then repeated until the error has reached a certain
value or until it has settled down.

So what the network aims to find is a gradient that determines by how much each
weight or bias is adjusted. In order to compute such a gradient, one must first compute
the derivative of the loss function with respect to each weight and bias:

@Lx

@wji
,
@Lx

@bi
. (6)

Here, L is the loss function and wji and bi are certain weights and biases. Once the
derivatives and the gradient have been determined, the weights and biases can be updated
by SGD. To compute the gradients, backpropagation uses something called the chain rule,
which makes it possible to calculate all derivatives with only one pass through the network
[11].
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This method was first proposed by Rumelhart et al. in 1985 [18]. By applying the chain
rule, you get following equations:

@Lx

@wji
=

@Lx

@netxj

@netxj
@wji

. (7)

In this equation, Lx denotes the calculated loss for input x, wji is the weight of the
connection between the jth and ith unit. netxj is the net input signal of the jth unit
given the input x. The first part of this equation shows how the loss changes when the net
input signal changes and the second part shows how the net input signal changes when the
weight wji changes. By Eq. 1, the second part of Eq. 7 is:

@netxj
@wji

=
@

@wji

X

k

wjkoxk + bk = oxi. (8)

For the first part of Eq. 7 we must once again apply the chain rule:

@oxj
netxj

=
@Lx

@oxj

@oxj
netxj

. (9)

By Eq. 2 and Eq. 3, the second part of Eq. 9 is:

@oxj
netxj

= a0(netxj), (10)

with a0 being the derivative of the activation function. For the first part of Eq. 9, we
must differentiate between two cases: Firstly, that unit uj is an output unit and secondly,
that it is not an output unit. If uj is in fact an output unit, then

@Lx

@oxj
=

@

@oxj
Lx, (11)

which is the derivative of the loss function for the output of unit uj . For the case that
unit uj is not an output unit, we can use the chain rule once again:

@Lx

@oxj
=

X

k

@Lx

@netxk

@netxk
@oxj

=
X

k

@Lx

@netxk

@

@oxj

X

l

wkloxl + bk =
X

k

@Lx

@netxk
wkj . (12)

This can be easily computed, since all units uk lie in the layer after uj and therefore
all @Lx

@netxk
have already been computed.

This same method of applying the chain rule can be done to compute the derivative
with respect to the bias @Lx

@bij

Once the derivatives for each weight and bias have been calculated by backpropagation,
the gradients are used to adjust the parameters via stochastic gradient descent (SGD). Since
the gradient shows how the loss is changed with each parameter change, SGD adjusts the
parameters into the steepest decreasing direction and hence reducing the loss.
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2.2.2 Convolutional Neural Network

One specific variation of ANNs that is used in our and many other real-world applications
are so called convolutional neural networks (CNNs) which are designed to work with two-
dimensional input data. Therefore they are mostly used for tasks related to some form of
pattern recognition in images [19].

A basic CNN can be broken down into two main parts: the feature extractor and the
label/class predictor. While the label predictor, often referred to as the fully-connected
layer, is a normal, fully-connected artificial neural network, the feature extractor consists
of special layers, the so called convolution and pooling layers [19, 20] (see Fig. 2.2). A
CNN usually has multiple sets of convolution and pooling layers, with the first layers
extracting low-level features such as edges and corners, and the later layers finding more
precise features (mid-level and high-level features) such as objects (e.g. eyes, wheels, etc.)
[21]. Before the introduction of CNNs, pattern recognition could only be done by feeding
handcrafted features to an ANN [22]. With the help of convolution and pooling layers,
this can be done automatically.

So let’s have a look at what these "special" layers do.

Convolution Layer

As can be seen in Fig. 2.2, a convolution layer consists of multiple feature maps, where
each feature map is the result of some filter being applied to all positions in the input [21,
22, 23]. Therefore each feature map describes the occurrence of a specific feature within
the input (e.g. a diagonal line in an image). These filters are smaller in size than the
input itself so that features can be found in different locations within the input. The way
the feature maps are computed is by first applying the filter to the top-left corner of the
(two-dimensional) input and then moving the filter a certain number of steps. This number
of steps can be set via a parameter called stride. If the stride is set to n, the filter is moved
n data points (e.g. pixels) after being applied. This process is repeated until the entire

Figure 2.2: A basic representation of a convolutional neural network architecture [22].
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(a) Stride. (b) Convolution

Figure 2.3: The convolution process. (a) depicts where the filter is applied to the image with
stride 2 and where the results are saved in the feature map. (b) shows how the filter is applied to
a certain patch of the image by calculating the dot product [22].

image has been scanned (from left to right and top to bottom). Each time the filter is
applied, the dot product of the filter and the input’s data points within the frame of the
filter is calculated and saved in the feature map for this filter. The convolution process is
illustrated in Fig. 2.3. By repeating this process for a number of filters, multiple feature
maps are created, each corresponding to a different feature.

As long as we know where each feature is located, relative to other features, their exact
locations are not further needed. Thus the feature maps are fed to a pooling layer where
they are simplified.

Pooling Layer

The aim of the pooling layer is to simplify the feature maps computed in the convolution
layer in order to make the model more efficient and less sensitive to shifts and distortions
of the input [21]. Similar to the convolution layers, the pooling layers apply a filter to the
feature maps. This filter most commonly returns the maximum value within its frame (this
method is called max pooling) and is then moved by as many steps as it is long (for a filter
of size 2x2, the stride would be 2). This way there is no overlapping and the dimension of
the feature maps is noticeably reduced [22, 23]. Another frequently used pooling method
is average pooling, where instead of returning the maximum value, the filter returns the
average of all values within its frame. The more popular max pooling is depicted in Fig.
2.4.

In the first convolution layer, the feature maps are computed straight from the input.
In the later layers, however, the features are extracted from already extracted features. So
instead of looking for specific features in the input data, the later convolution layers aim to
find higher level features which can be seen as a combination of low-level features. In order
to find such features, the later convolutional layers are connected to the outputs from the
previous layers via some weighted connections. These sets of weighted connections is called
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Figure 2.4: The max pooling process. Each colored section depicts a patch covered by the filter.
For each patch, the filter returns its maximum value [22].

a filter bank [23]. Each feature map within a layer has a different filter bank, as some low-
level features might be of greater importance for this feature and some might be irrelevant
for this specific feature map. Therefore the feature map is strongly connected to those
feature maps providing the desired features. With this concept, the features extracted
become more precise, the further into the network we go.
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2.3 Classification

Maybe the biggest applications for machine learning models such as convolutional neural
networks are classification tasks. Let X be the space of observations with each observation
consisting of n features and Y be a set of labels. Then the aim of a classifier is to find
a mapping X ! Y or in other words to find a relationship between the features of the
observations and their class labels, in order to predict a label y 2 Y for an unlabeled
observation x 2 X based on its features (x1, ..., xn).

Some examples of classification tasks are (including some exemplary papers):

• Text classification (i.e. determining the topic of a given text) [24, 25, 26]

• E-mail spam detections (i.e. classifying e-mails into two classes: spam and not spam)
[27, 28]

• Image classification (i.e. classifying what can be seen in an image) [29, 30, 31]

• Handwriting recognition [32, 33]

• Speech recognition (i.e. classifying a speakers emotion) [34, 35]

• Music classification (i.e. classifying the musical genre) [36, 37]

• Consumer behavior classification (i.e. ) [38, 39]

• Medical classification tasks [40, 41]

• Disease recognition (i.e. detecting diseases based on x-ray images or medical records)
[42, 43]

Our problem (gamma-hadron separation) can also be classed as a classification task,
because we take the observations from a telescope and decide wether the image displays
interesting gamma rays or less interesting hadron noise. Therefore this is a classification
task with two possible classes. As stated above, CNNs are machine learning models that
can be used as a classifier and they are also the main approach we will be testing in our
domain adaptation approach. As our approach can be classed as "deep", we will also be
comparing it to some "shallow" domain adaptation approaches which make use of different
classifiers. So in order to get a better understanding of theses other methods, I will also
be introducing the classifiers used for these approaches.



2.3. CLASSIFICATION 13

2.3.1 Logistic Regression

Logistic regression is used for classification problems with two different outputs (i.e. 0 and
1). It determines the relationship between one or more predictor variables x and a response
variable y [44]. Via a logistic function and the maximum likelihood function, logistic
regression attempts to estimate the parameter vector � that returns the best possible
prediction accuracy [45]. When predicting, the linear regression model outputs continuous
values between 0 and 1 (i.e. the probability of the sample being in a certain class). However,
for classification a clear output (either 0 or 1) is needed. Thus, a logistic regression classifier
has a threshold (usually 0.5) that determines the classification [45]. If the output calculated
by the linear regression is greater than this threshold, the classifier’s output will be 1 and
if it is lesser than the threshold the output will be 0.

Since each response variable y can only be 0 or 1, it follows the Bernoulli Probability
density function with ⇡ being the probability of y being 1 and (1� ⇡) the probability of y
being 0 [45]. Therefore, the predictive function is:

p(y = 1) = ⇡ =
1

1 + e�x�
. (13)

In order to find the best parameter vector �, logistic regression models are optimized
by maximum likelihood [46]. The log-likelihood for n observations is [45]:

L(�/y) =
nX

i=1

(yi ln(⇡i) + (1� yi) ln(1� ⇡i)). (14)

To maximize the log-likelihood, its derivative is set to 0 [46].

2.3.2 Random Forest

One classifier that is very popular in the field of gamma ray classification (gamma-hadron
separation) is the so called Random Forest (RF). A RF classifier is built up out of multiple
tree classifiers [47], which on their own are relatively weak due to a high variance [48].
Thus RFs aim to make these more stable in an ensemble learning setting (i.e. using
multiple classifiers to achieve a greater accuracy and more stable predictions). When
making predictions with a RF classifier, the input is fed to all trees within the forest which
in turn link the input to some class. The overall output is then determined by selecting
the class with the most hits/votes. If not one single class has the most votes but multiple
classes share the same amount of votes, then one of theses classes is chosen at random [48].

To get a further understanding of how random forests work, we must first understand
how their underlying models, the decision trees, work.

A decision tree can be seen as a classifier which classifies its inputs by successively
applying a number of decision functions, with each function narrowing down the possible
classes [49]. The main components of a decision tree are its nodes. Each tree has a root
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node, some interior nodes and some terminal nodes, also called leaves. While terminal
nodes, as the name suggests, contain the classes (one terminal node resembles exactly one
class), the root and interior nodes contain the decision functions [49]. At each node, one
single attribute of the input data (this is the most common form of decision trees; there
are also decision trees where multiple attributes are used in a node [49]) is tested via the
decision function of this node and depending on the output of this function, the next node
is selected. In order to determine which attribute is tested at which stage of the tree,
impurity measures such as information gain, gain ratio or gini index can be used [50]. The
implementation used for our experiments uses the gini index. The gini index is a value
in the range [0,1] that indicates the impurity of the data. So when applied to a single
attribute, it expresses wether a given attribute belongs to only one class (pure - gini index
of 0) or wether it is distributed randomly amongst multiple classes (impure - gini index of
1). Given a numerical attribute, a splitting point has to be chosen so that the node splits
the data into to groups. The impurity measure can be used to find the best splitting point
for a certain feature and also to find the feature with the best splitting point.

Now that we have a basic understanding of decision trees, we can get back to the random
forest classifiers. For RFs to be accurate, the trees must be uncorrelated. Therefore we
cannot just train/create all trees using the same set of data. Instead there are different
methods to combat this problem, the most popular being one proposed by Breiman in 2001
[47]. Breiman’s method makes use of bagging (“bootstrap aggregation”) [51] and random
feature selection. Instead of using the complete training data set for the construction of
each tree, a random subset of the complete data set is selected for each tree and the tree
is grown on the basis of this subset. Now, we already know how a basic decision tree is
constructed, but in random forests the construction differs slightly. Just like with normal
decision trees, an appropriate attribute/feature to perform a split over is selected at each
node of a tree. But instead of going through every attribute/feature and picking one
according to some impurity measure, in RFs a new random subset of the data set used to
build this tree (which is already a subset of the original training set) is selected and one
of the attributes in this random subset is then selected with the help of some impurity
measure.

2.4 FACT / Gamma-Hadron Separation

As stated above, domain adaptation can be of great use for many real-world applications
due to the lack of real training data. Therefore DA might also improve predictive accuracy
in the field of astronomy, more precisely in the gamma-hadron separation problem.

In order to further study the universe, telescopes are used to observe high energy beams
to identify celestial objects such as supernovae [2]. The interesting part of these high energy
beams are the gamma rays, which are surrounded by a lot of background noise, caused by
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hadronic cosmic rays. Therefore it is necessary to find a way of separating the gamma rays
from the background noise, also called the gamma-hadron separation problem.

Most current approaches aim to extract features from the observed data based on rules
hand-crafted by experts [Bockermann et al.]. Since these rules are often influenced by some
assumption made about the data, the raw data might not support these assumptions, but
the ML classifier might [2]. Therefore the work of [1] might be helpful in finding more
discriminative features.

Buschjäger et al. created a deep learning model for more precise on-site gamma-hadron
separation in the context of the First G-APD Cherenkov Telescope (FACT). The FACT
telescope detects Cherenkov light, which is emitted by air showers created by the interaction
of particles (e.g. cosmic ray beams) with the earth’s atmosphere [2] (see Fig. 2.5). In order
to train their model, Buschjäger et al. used the particle simulation software CORSIKA [52]
to simulate air showers. These simulated air showers were then run through a simulation
of the FACT as to produce realistic data. CORSIKA produced 200k training examples
and 100k test examples in two different variants. One with quality cuts (elimination of
unrealistic simulated events) and one without [2].

Figure 2.5: An illustration of the emergence of Cherenkov light that is in turn detected by the
telescope (left) and a camera sample from said telescope (right). [2].
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Chapter 3

Methods

Many methods for gamma-hadron separation have been proposed, but most of them rely on
simulated data. While simulated data is very close to real data, there are still differences,
mainly in the probabilistic distribution. Buschjäger et al. [2] created a deep learning model
which was trained purely on simulated data and still achieved good accuracies on real data.
Therefore one must ask the question wether the accuracy of gamma-hadron separation can
be further improved by the incorporation of real data into the training process. To answer
this question, I will examine a "deep" domain adaptation approach based on the work of
Ganin et al. [1] and Buschjäger et al.. I will also test a selection of "shallow" approaches
which will pose as a baseline against which the DA approach can be compared.

In the next few sections I will elucidate each of the methods I tested plus the one that
is the focus of this thesis. How these methods were implemented, which alterations were
made and how they performed will be outlined in section 4.

3.1 Deep Unsupervised Domain Adaptation

The goal of Ganin et al. [1] approach is to accurately predict a label y for a certain input
x. At training time they have access to labeled source domain data and unlabeled target
domain data. In an effort to distinguish between source and target data, they introduce a
binary variable di (domain label). If the input xi comes from the source domain, di is set
to 0, and if it comes from the target domain it is set to 1.

Ganin et al. then propose a deep feed-forward architecture (Fig. 3.1) that not only
predicts the label y for each input x but also its domain label d. Therefore the model
consists of three different parts. The first part is a feature extractor which maps the input
x to a feature vector f2 RD. The second part is a label predictor. Here the feature vector f

is mapped to a label y. These first two parts resemble a standard feed-forward architecture
or in our case a standard CNN, similar to the one proposed by Buschjäger et al. [2]. The
third part, the domain classifier, is what realises the (unsupervised) domain adaptation.

17
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Figure 3.1: The proposed CNN architecture for deep unsupervised domain adaptation by Ganin
et al. [1].

In this part, which is connected to the feature extractor via a gradient reversal layer, the
feature vector is mapped to the domain label d.

As stated above, Ganin et al. aim to find discriminative features which are domain-
invariant. The discriminativeness of the features is achieved by optimizing the parameters
of the feature extractor and label predictor and thus minimizing the label prediction loss
(for source data). The domain-invariance is ensured by the domain classifier and the
gradient reversal layer. The dissimilarity of the source and target domain features is
estimated by the domain classifier loss Ld (the higher the loss, the greater is the similarity
between the source and target domain features). Therefore, the parameters of the feature
extractor are optimized in a way that maximizes the domain classifier loss, while the domain
classifier parameters are optimized to minimize the domain classifier loss. This means that
the more the domain classifier is improved, the more indistinguishable the features and
vice versa. This results in a label predictor that focuses on domain-invariant features while
paying less attention to features that are dissimilar across the source and target domain.

The gradient reversal layer (GRL) is in turn used to enable optimal label prediction and
also domain-invariant features [53]. During the foreword propagation, the GRL performs
no permutation to the data and acts as a simple connection between the feature extractor
and the domain classifier. During the backpropagation-based training, however, the GRL
multiplies the gradient by ��, resulting in a reversed gradient. This reversed gradient
ensures that the feature extractor pics out domain-invariant features, as it aims to max-
imize the domain classifier loss Ld. Since stochastic gradient descent adjusts the weights
and biases by going into the steepest decreasing direction, via the reversed gradient, the
adjustments are made into the steepest increasing direction of Ld. At the early stages of
training, this gradient reversal can be disruptive to the improvement of the label predictor
in light of the fact that the domain classifier loss is large due to insufficient training [53].
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Therefore, � is gradually changed from 0 to 1 based on the number of network updates p

using the following equation:

� =
2

1 + e��p
� 1 (15)

In this equation, � is a parameter that controls how fast � reaches the value 1. Further
information on this can be found in section 4.2.

In our case, the source data will be the same as it was in Buschjäger et al. (simulated
telescope data using CORSIKA). The target data will be real telescope observations. To
apply the method developed by Ganin et al., I will extend the CNN used by Buschjäger et
al.. Their model consists of four blocks. Each block consists of two 3x3 convolutional layers
each followed by a batch normalization layer, a ReLU activation and a single max-pooling
layer of stride 2 [2]. These blocks are then followed by a linear layer of size 512 and a
final softmax layer. In order to contain the domain adaptation elements, this model will
be extended by connecting a domain classifier to the end of the last block via a gradient
reversal layer. Different models will be trained and tested on the target data. The models
to be tested are mentioned in section 4.2.

3.2 Baselines

In order to find out how good this method works, one must compare it to over methods
as well. Since our main domain adaptation method falls into the category of deep domain
adaptation, it would be interesting to see how well it performs compared to a shallow
approach. While I tested a number of "shallow" domain adaptation methods, I will only
be focusing on a few of those, namely the best performing, the worst performing and one
that I find to be the most intuitive, while also producing very good results. These three
methods are:

• Nearest-Neighbor Importance Weighting [54]

• Logistic Discrimination [55]

• Transfer Component Analysis [8]

The first two of these methods fall into the category of importance weighting domain
adaptation. This means that each source sample is assigned a weight based on some
relation to the target data, before being fed to some classifier (e.g. logistic regression or
random forest classifier). The third method is slightly different, as it maps the original
data to another feature space. But more on that in section 3.2.3.
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3.2.1 Nearest-Neigbor Importance Weighting

The Nearest-Neighbor Importance Weighting (NNeW) method, proposed by Loog in [54],
aims to weight the source samples based on how close they are to the target samples.
Therefore it relies on an importance weighting function w(x) which reweighs the source
data so one can estimate the target loss with knowledge about the source domain. With
the aim of estimating such a weighting function w, Loog tries to find an interpolation
to control which source samples are influenced by which target samples by assigning each
source sample an individually estimated weight. In order to find such a weighting function,
he utilizes the Voronoi cells Vi containing each source sample xi [56] (Fig. 3.2).

Within each cell Vi one finds the convex set of every point in the feature space which is
closer to xi than to any other source sample. Loog then suggests to estimate the weights
of each source sample xi with the number of target samples ⇠j within its cell Vi:

ŵ(xi) = |Vi \ {⇠j}N⌧
j=1|. (16)

For the purpose of obtaining all w(xi), a nearest neighbor classifier can be trained with
each xi being its own class. When a target sample ⇠j is classified to a certain xi, the
weight ŵ(xi) is increased by one. After estimating the weights, Loog uses either a linear
discriminative analysis (LDA) or a quadratic discriminant analysis (QDA) for learning a
predictive function from the weighted source domain data. The implementation I will be
using [58], however, instead uses either a logistic regression classifier or a random forest
classifier because these methods better fit the telescope data (section 4.3).

In his research, Loog found his NNeW method to be very stable, due to a nearest
neighbor search being its most complicated operation, while at the same time displaying

Figure 3.2: An example voronoi diagram. For NNeW, the points in this illustration are the
source samples. [57]
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competitiveness compared to other state-of-the-art importance weight estimators. How-
ever, its performance suffers from cases in which a lot of source samples are assigned a zero
weight.

To combat this, the Laplace smoothed variant NNeW+1 was introduced, which initial-
izes the count for each cell Vi with 1. Thus the weights are estimated to be proportional
to

ŵ(xi) = |Vi \ {⇠j}N⌧
j=1|+ 1. (17)

This variant proved to have slightly better performance while eliminating the problem
of zero weights. Therefore, the implementation used in this paper [58] uses NNeW+1
instead of NNeW.

3.2.2 Logistic Discrimination

Like NNeW, the Logistic Discrimination [55] approach is an importance weighting method.
In this method, the desired weight for each source sample is the ratio between the prob-
ability that the target domain assigns to the sample (pt(x) = p(x|✓)) and the probability
that the source domain assigns to the sample (ps(x) = p(x|�)). However, Bickel et al. [55]
aim to do this without estimating the source and target distributions explicitly. In their
research, they present following equation to determine the optimal weights pt(x)

ps(x)
with a

logistic model, without knowing the source or target density:

p(s = 1)

p(s = �1)
exp(�vTx). (18)

p(s = 1) and p(s = �1) are the marginal probabilities of observing a sample from the
target and the source domain which can be ignored since the ratio is constant and therefore
all samples will be scaled the same. v is the parameter vector of a logistic regression
classifier trained to distinguish both domains from each other and x is a source/target
sample. So Bickel et al. propose to train a logistic model in distinguishing source from
target samples and then use the parameter vector of this model to determine the weights
of each source sample as an approximation of pt(x)

ps(x)
.
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3.2.3 Transfer Component Analysis

Unlike the two previous approaches, Transfer Component Analysis (TCA), proposed by
Pan et al. in [8], does not rely on importance weighting. Instead, TCA tries to find some
kind of transformation � on the source and target data so that P (�(XS)) ⇡ P (�(XT )).
However, since the unsupervised learning setting does not provide any labels in the target
domain, this transformation � cannot be directly learned. Therefore, Pan et al. propose
to learn � so that it satisfies two conditions:

1. The distance between the source and target distributions is small.

2. Important properties of XS and XT are preserved in the transformed datasets �(XS)

and �(XT ).

To achieve this goal, TCA aims to find so called transfer components that underly both
domains. For two related domains, there may be a number of common components so TCA
tries to find those components that make the difference between the data distributions
small, while also maintaining the discriminative features of the untransformed data. After
finding such transfer components, the original data is projected onto the subspace spanned
by these components. Following this projection, any method can be used for classification.



Chapter 4

Experiments

For this thesis, I conducted multiple experiments with the afore mentioned models. This
chapter will give you an overview on how these experiments were conducted, how the
models were variated and fine-tuned, how the results were compared and lastly, which
results were achieved and how each model compares to each other.

4.1 Setup

Before I outline which models were tested and how they were tested, I would like to explain
some of the setup for the baseline domain adaptation methods (i.e. cross-validation) and
the measures by which the models will be compared to each other and to the work of
Buschjäger et al. [2], the basis of this thesis.

4.1.1 Cross-Validation

Cross-validation can be seen as a method to divide a given dataset into a calibration (used
for training) and a validation set (used for validating/testing) [59]. This is important when
training machine learning models to prevent problems such as overfitting (i.e. a model that
fits very/too precisely to the training dataset, so that it cannot produce reliable predictions
on test data [60]). There exist several approaches outlining how to divide the dataset into
the calibration and validation set and a number of papers have been published on this
topic. In the following I will be presenting some popular methods, including the one used
in my baseline experiments.

A very simple cross-validation method is the leave-one-out method. Here, a dataset
of N samples is divided into a N � 1-sized calibration set and a validation set containing
just one sample. The model is then trained on the calibration set and validated with
the validation set, which means that a performance score is computed on the validation
set. This process is repeated N times so that every sample is used as the validation
sample exactly once. Then an average of the N performances is used [59]. This can also

23
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be extended to the leave-some-out method, where instead of using only one sample in
the validation set, the validation set is made up out of a previously specified number of
samples. The calibration set then consists out of N �n samples, with n being the amount
of samples left out at every iteration.

A different method would be the Monte Carlo (or random subsampling) cross-validation
(MCCV)[61], where the dataset is randomly split into a calibration and validation set.
The process is repeated multiple times and the results are averaged. Each CV-iteration
could produce different split ratios, as MCCV does not randomly assign a fixed number of
samples to either the calibration or validation set, but rather iterates other each sample and
randomly assigns them. This results in a random amount of randomly selected samples in
each CV-set. In this method, there is no guarantee for each sample being in the validation
set at least once and it is also possible for a sample to be in the validation set more than
once.

The cross-validation method that I will be using, first brought forward by Geisser [62,
61], is the so-called V -fold cross-validation (with V 2 {1, ..., n} and n denoting the amount
of samples in the dataset). For this approach, the data is partitioned into V subsamples of
equal size and each of these subsamples is used as the validation set exactly once while the
other subsamples form the calibration set for that iteration. Therefore the model is trained
a total of V times and just like the other methods the result is the average of the results
from each of the V models. Each of the V subsamples is made up out of n

V randomly
selected samples. Unlike MCCV, this cross-validation method ensures that each sample
is used for validation exactly once while being used for calibration during the remaining
CV-iterations.

All of the cross-validation methods outlined above perform their calibration-validation
splits other multiple iterations. In each of these iterations the accuracy of the model trained
on the respective calibration set is calculated over the predictions made with the validation
set. In our setting, the accuracy is calculated slightly differently.

4.1.2 Accuracy

An easy way to determine how good a specific machine learning model actually is, and a
way to compare different models, is calculating its predictive accuracy. In a basic machine
learning setting this can be easily done by feeding an unseen test set of labeled data into
the model and calculating the respective outputs. From these calculated outputs one can
in turn derive the predicted class of each data point from the test set and compare this to
the actual class labels. The accuracy then denotes the fraction of correct classifications.

In our case, much like unsupervised domain adaptation settings in general, the aim is
to train a model to mainly achieve good predictive accuracy on the target data. So while
one could still evaluate the models accuracy on the labeled source data, which might also
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be desired in some case, the more important measure would be the accuracy on the target
data, which is not as easy to calculated in unsupervised DA settings as the available target
data is unlabeled. Therefore one must find some sort of workaround in order to determine
the models performance on the target data. Accordingly, I will be using such a workaround
in my experiments, specifically I used the method outlined in [63].

The problem with calculating the accuracy on the target data are the missing class
labels. Without these, one cannot verify the predictions made by the model. To combat
this, Bruzzone et al. [63] proposes to interpret the predicted class labels as the actual
class labels for the respective data points from the target distribution. Then, with these
“pseudo-labels”, the model can be trained with the target test set (including the predicted
labels) acting as the source domain. The labeled training dataset, which was used to first
train the model, is in turn used for the domain adaptation (omitting its labels). In short,
the source and target domains are switched, and the model is retrained. This retrained
model is then used to make predictions on the labeled test set and the accuracy is computed
over these predictions [63].

In their work, Bruzzone et al. found that this "circular validation strategy" was able to
identify acceptable solutions for the target domain and reject those solutions inconsistent
with the target domain problem [63]. Nevertheless, some of the consistent solutions might
also be rejected, since a perfect symmetry between the two domain adaptation problems
(from source to target and from target to source) cannot be assumed. However, several
tests conducted in [63] confirmed that this validation strategy provides good estimates for
the accuracy of domain adaptation models.

4.1.3 Performance Metric

In Buschäger et al. [2], instead of determining the performance of their model by calculating
the accuracy on the real data as explained in the section above, the performance on the real
data is measured by the significance of detection SLiMa according to the work conducted
in [64]. To calculate this measure, the direction of the gamma rays is estimated and the
angle between the incoming ray and the direction of the Crab Nebula is computed. The
number of gamma rays is then regarded as a distribution depending on the angle. The
distribution with respect to the direction of the Crab Nebula then builds the on-distribution
Non, while the distributions for five positions without any known gamma sources make up
the off-distributions Noff [2]. If there was no gamma source in the direction of the Crab
Nebula, the ratio of the expected counts is a known value ↵. Therefore, for a positive
identification of gamma rays Non > ↵Noff is required. The excess counts of gamma rays
is in turn defined as

NS = Non � ↵Noff . (19)
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The significance of detection SLiMa is then reported by the standard deviation � of NS

[2, 64, 65].
This is the performance metric I will be using, where higher values are better. It should

be noted that random predictions achieve values around 5 and good predictions produce
values around 20.

4.2 Deep Unsupervised Domain Adaptation

For the deep unsupervised domain adaptation approach, the neural network used in [2]
was extended based on the research conducted by Ganin et al. in [1]. This means that the
basic structure of the CNN (i.e. feature extractor and label predictor) was kept identical
to the structure in [2]. In order to incorporate the domain classifier from [1], a second
fully-connected layer was added via a gradient reversal layer (GRL).

As a first experiment, the domain classifier was given the same structure as the label
predictor (one linear layer of size 512: x ! 512 ! 2). Henceforth this model will be
denoted as DA-512. To find the best possible solution, the meta-parameters of DA-512
were tweaked. However, for each tested model only one parameter was changed so as to
more accurately see the effect of this particular meta-parameter. If multiple parameters
were changed at a time, it would be difficult to determine wether the change in performance
was cause by one certain parameter change or by the combination of multiple parameter
changes.

In a first attempt to optimize the networks parameters, the size of the domain classifier
was reduced to (x ! 128 ! 2) (DA-128). Later on, the size of the domain classifier was
extended to (x ! 512 ! 512 ! 2) (DA-512-512). For another model, the parameter �

(from eq. 15) was adjusted to change the influence of the domain classifier in the early
stages of training. In [1], � was set to 10 and not further adjusted. This value was adopted
for the three afore mentioned models and only changed for the following models. A smaller
value for � results in the domain classifier having less influence at the beginning of training
and it takes more epochs for the domain classifier to have the same influence as the label
predictor. A greater value for �, intuitively, has the opposite effect. From now on, the
models with adjusted � values will be referenced as DA-�x, with x representing the value
assigned to �.

All of the afore mentioned models were trained with the simulated training data pro-
duced by CORSIKA [52], referenced in section 3.1, as well as real-world data colltected
by FACT (section 2.4). The simulated data is the same data as used by Buschjäger et
al. in [2]. The simulation data is made up of 200,000 training samples and 100,000 test
samples. Both the training set and the test set present balanced amounts of gamma and
hadron events [2]. Furthermore, two variants of these simulated sets were used in [2]: firstly
with quality cuts and secondly without quality cuts. In the set with quality cuts, unreal-
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istic simulated events were eliminated. My adapted models were trained on both sets of
data, yet the comparison with the Buschjäger approach will be conducted over the models
trained on the dataset without quality cuts, as this dataset produced the best results in
[2].

The real-world data was once obtained when the telescope was directed at the Crab
Nebula, a known source of gamma rays [2]. This dataset consists of 3,972,043 sam-
ples/events. However, due to our training setup, only 300,000 samples were used at training
time. These 300,000 events were randomly selected and randomly split into a training set
and a test/validation set containing 200,000 events and 100,000 events, respectively. All
models were trained on 128-sized batches, each batch containing 64 simulated events and
64 real events.

After each epoch, the simulated test set and the real test set were used for validation
and the accuracy of the label predictor (only measured on the simulated validation set
due to the lack of labels for the real data) and domain classifier was measured. These
accuracies were then compared to the previous epochs to save the best model. During
training, three different epochs were saved: the one with the best label predictor accuracy,
the best domain classifier accuracy and the best overall accuracy. While the best label
predictor accuracy is the highest accuracy encountered, the best domain classifier accuracy
is actually the worst accuracy encountered. Since the aim is to find domain-invariant
features, the domain classifier should not be able to differentiate between the two domains.
Therefore the optimal domain classifier accuracy would be 0.5, because an accuracy of 0
would mean that every sample is classified to the correct domain and an accuracy of 1
would mean that every sample is classified to the wrong domain, so every source sample
is classified as a target domain sample and vice versa, meaning the classifier is still able
to differentiate between the two domains. Thus, I will be using "best domain classifier
accuracy" as a synonym for "the accuracy closest to 0.5". Since it is possible for the epoch
with the best label predictor accuracy to achieve a bad domain classifier accuracy (and
vice versa), resulting in bad predictions in the target domain, I also calculated the best
overall accuracy, which was simply done by adding the label predictor loss to the variance
to 0.5 of the domain classifier accuracy. Then the smallest value was saved as the best
overall loss.

The loss functions used for each model was cross-entropy for both the label predictor
and the domain classifier. Just like in [2], the ASMGrad optimizer was used. While
Buschjäger et al. used an initial learning rate of 0.001 which was reduced by a factor of
0.1 every 25 epochs, in my experiments the initial learning rate was set to 0.005 and it
was reduced every epoch, but in a way that the same value as in [2] was reached every 25
epochs.
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In the first few experiments, the models were trained for 100 epochs, however it could
be seen, that the models were overfitted. Therefore, the later models were trained over 50
epochs, as this proved to be sufficient in finding the model with the best validation loss.

For all models, the three saved epochs were compared based on the significance of
detection SLiMa.

4.3 Baselines

Since the aim of this paper is not only to compare a deep domain adaptation approach to
a deep model without domain adaptation, but also to analyze the performance of this deep
DA approach to other DA approaches, I tested multiple baseline methods as explained
in section 3.2. Each of these methods was trained on a dataset containing hand-crafted
high-level features (for simulated data as well as real data). However, the amount of
data used for training differed for each method due to computational complexity, so that
the resource footprint (runtime, memory allocation) was comparable among all baseline
methods. For all methods, a 5-fold cross-validation (section 4.1.1) was applied. For each
cross-validation iteration, the model was trained on a training set of the simulation and
real data, the performance was measured (section 4.1.3) and the accuracy was calculated
(section 4.1.2). The overall accuracy of each model was the average accuracy achieved
across all cross-validation iterations.

Two of the three selected baseline methods rely on importance weighing (each source
sample is assigned a weight with the help of the target samples and the weighted samples
are fed to some sort of classifier) (sections 3.2.1 and 3.2.2). For these two methods, two
different classifiers were tested: a logistic regression classifier (LR) and a random forest
classifier(RF). The random forest classifier used consists of 100 trees without a maximum
depth.

4.4 Implementation

For the baseline methods, I utilized the implementations given in LibTLDA [58] which
provided basic implementations of a number of domain adaptation methods. One of these
methods, namely Logistic Discrimination, was not implemented correctly and therefore
returned very bad results. To combat this, some changes had to be made. I implemented a
logistic regression classifier to differentiate between source and target domain data (simu-
lation and real data) and used its parameter vector to determine the weights of the source
samples as described in section 3.2.2. This implementation provided good results, how-
ever some hadron samples were assigned very large weights. This made the predictions
too inconsistent. These weights are a result of the different distributions in the source
and target domain. In the source domain, there is an equal distribution of gammas and
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hadrons. However, in the target domain, the are significantly less gamma events than
hadron events. Thus the logistic regression classifier often misclassifies hadron samples
from the source domain, not for being close to the source domain but purely for the fact
it is a hadron, and as a result these hadron sample is assigned a large weight.

While the random forest classifier (which is trained on the weighted samples) seemed
to be robust to these outliers and produce constant results, the logistic regression classifier
(not the one used to determine the weights but the one used for gamma classification) was
susceptible to these high weights, occasionally returning an accuracy of around 50% while
still producing acceptable values in the Li&Ma Test (section 4.1.3).

To combat this problem, I randomly flipped a certain percentage of the domain labels
of the target domain data before training the classifier and calculating the weights. While
this did lead to more stable accuracies, the average accuracy stayed the same and the �

values decreased in some cross-validation iterations. I tested this method with different
percentages, with 17% providing the best trade-off between stable accuracies and good �

values.
Since the random forest classifier did not have any problems with too large weights,

this approach was implemented without flipping any domain labels.
All of the other baseline methods were kept the same as in [58].
The CNNs used in the deep domain adaptation experiments were implemented using

PyTorch1.

1https://www.pytorch.org
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4.5 Results

The results will be discussed in three separate parts. First, the results of the baseline
domain adaptation methods will be presented and compared amongst each other. Then
the same will be done for the deep domain adaptation models. Finally, my findings will
be compared to the model presented by Buschjäger et al. [2].

4.5.1 Baselines

In this section I will not only present the results of the tested baseline methods, but
also those of the classifiers used in the importance weighting approaches (without domain
adaptation) to see how the results changed with the addition of the domain adaptation
elements. The average accuracies of all baseline methods, together with the amount of data
used for training, can be seen in Table 4.1. When looking at the table, one immediately
notices the bad performance of TCA. In my experiments, TCA could only be trained with
2,000 samples from the source domain and 2,000 samples from the target domain which
resulted in an average accuracy of only 0.5025. The reason that only 2,000 samples from
each domain were used is that TCA makes use of multiple kernel matrices, which needed
too much memory when presented with more than 2,000 samples.

The NNeW method of calculating sample weights was not able to improve the accuracy
of the LR classifier, however it was only trained with 1

5 as many samples as the LR classifier
and the accuracy achieved was only marginally smaller. It would be interesting to see how
the accuracy of the NNeW approach changes, when more data is used for training. Since
the LibTLDA [58] implementation calculates the NNeW-weights using a m⇥n-matrix (m
being the amount of source samples and n the amount of target samples), no more than
100,000 samples could be used due to limited memory availability. When combined with

Method Datasize Avg. Accuracy
LR RF

LD 300,000 0.6146 0.6803
NNeW 100,000 0.6136 6713
TCA 2,000 0.5025
LR 500,000 0.6143
RF 300,000 0.6805

Table 4.1: Accuracy on the real data, calculated according to section 4.1.2. The tested meth-
ods are: Logistic Discrimination (LD), Nearest-Neighbor Importance Weighting (NNeW), Transfer
Component Analysis (TCA), Logistic Regression (LR) and Random Forest (RF). For the impor-
tance weighting approaches (LD and NNeW) we differentiate between LR and RF (the classifiers
used for gamma classification). The best results for each classifier (LR and RF) are highlighted.
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the RF classifier, NNeW again achieved slightly worse accuracies than the random forest
classifier without domain adaptation.

The best performing baseline method I tested was the logistic discrimination approach.
It was able to slightly increase the predictive performance of the LR classifier and while
the improvement is only minimal, it was achieved with less data used for training. In
combination with the random forest classifier, LD was not able to improve the predictive
accuracy. The RF classifier without domain adaptation actually achieved the best average
accuracy of all baselines tested, with LD only slightly behind.

In general it could be seen that the logistic regression classifier was not able to get
close to the accuracies of the random forest classifier (both with and without domain
adaptation).

In order to compare the baseline methods according to the significance of detection
SLiMa, I will be choosing the best � value achieved within all cross-validation iterations
for all methods. The respective results are shown in Table 4.2.

The TCA domain adaptation method is the worst performing model with regards to
the accuracy and SLiMa. After seeing the achieved accuracy, a significance of detection
of 11.71� was no surprise since this is about the same a model with random predictions
would achieve (a model with random predictions also has an accuracy of around 0.5). With
regards to the logistic regression classifier, the best performing model was the one using
NNeW, achieving a higher SLiMa than the LR classifier trained with more data but without
domain adaptation. Similar to the accuracies, the significance of detection is higher for
every method when the classification was made by a random forest classifier rather than a
logistic regression classifier.

Method Datasize SLiMa

LR RF
LD 300,000 18.60� 20.06�

NNeW 100,000 19.75� 19.97�
TCA 2,000 11.71�
LR 500,000 18.69�
RF 300,000 19.73�

Table 4.2: Significance of detection SLiMa, calculated according to section 4.1.3. The tested
methods are: Logistic Discrimination (LD), Nearest-Neighbor Importance Weighting (NNeW),
Transfer Component Analysis (TCA), Logistic Regression (LR) and Random Forest (RF). For
the importance weighting approaches (LD and NNeW) we differentiate between LR and RF (the
classifiers used for gamma classification). The best results for each classifier (LR and RF) are
highlighted.
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Even though both the LD and NNeW approach achieved lower average accuracies than
the RF classifier without domain adaptation, both produced higher � values, with LD
achieving the highest significance of detection of all baseline methods.

4.5.2 Deep Unsupervised Domain Adaptation

Since the accuracy calculation for the real data involves retraining a new model from
scratch, the CNNs tested in this thesis were compared to each other using the significance
of detection. Then the accuracy was calculated for the best model and later compared to
the best baseline model and the model put forward by Buschjäger et al..

As explained in section 4.2, the models from three epochs were saved for each tested
CNN and the significance of detection was calculated for each of these epochs. The results
of the different deep domain adaptation models tested are presented in Table 4.3

In my experiments it became clear that a good accuracy of the label predictor was more
important for good predictions on the target domain than a good domain classifier accuracy.
This can be seen in Table 4.3, since all models but one achieved their best significance of
detection in the epoch with the best label predictor loss. The best performing model,
however, actually produced the best results in the epoch with the best domain classifier
loss, which in all other models was the worst of the three tested epochs. The reason for
this is that the epoch with the best label predictor accuracy (LPA) performed poorly in
terms of domain classifier accuracy (DCA). While the desired DCA is 0.5, this epoch only
achieved 0.6833, meaning that this epoch found features that provided useful information
in the source domain, but these features were not as relevant in the target domain. In the
epoch with the best DCA, the DCA was 0.5017 and the LPA was not much worse than
in the epoch with the best label loss (0.8724 and 0.9054, respectively). This combination
lead to the best significance of detection across all models I tested.

Almost all models with adjusted parameters were able to improve the "basic" approach
of DA-512. The only model with a worse performance was DA-512-512. The extended
domain classifier, which was able to achieve the best domain classifier accuracy of all

Model SLiMa

epoch: best label loss epoch: best domain loss epoch: best overall loss
DA-512 26.29� 24.35� 26.28�
DA-128 25.19� 28.76� 27.20�
DA-512-512 26.05� 25.30� 25.30�
DA-�20 26.93� 22.85� 22.85�
DA-�5 27.12� 23.14� 26.45�

Table 4.3: Significance of detection SLiMa, calculated according to section 4.1.3. The tested
CNNs are outlined in section 4.2. The best significance of detection is highlighted.
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models tested (DCA: 0.4992), actually decreased the performance of the label predictor.
This is because the calculated domain loss is carried further into the network during the
optimization of the networks weights and biases (due to the extended size of the domain
classifier), resulting in a worse performing label predictor. A similar effect can be seen with
DA-�20. Though this model actually improved DA-512, this was probably an effect caused
by the random initialization of weights at the start of training, since the model with the
best LPA was found within the first 10 Epochs.

While the best significance of detection gives us a clear ranking of the models, the best
way to compare the effects of each adjustment is to look at the epoch with the best overall
loss. In this epoch the best trade-off was made between the LPA and DCA. As can be seen
in Table 4.3, the models that decrease the influence of the domain classifier into finding the
most relevant features (DA-128 and DA-�5) achieve a greater SLiMa in the epoch with the
best overall loss than the reference model DA-512. The models that increase the influence
of the domain classifier (DA-512-512 and DA-�20), on the other hand, perform worse than
DA-512. This confirms my first observation of the label predictor accuracy being more
important for good predictions in the target domain than the domain classifier accuracy.

As mentioned in section 4.1.3, a good model should achieve a significance of detection
of around 20�. With this in mind, all models can be seen as good predictors for the target
domain. But how do they compare to a neural network trained without adaptation as
proposed by Buschjäger et al.?

4.5.3 Comparison

Table 4.4 presents the significance of detection as well as the accuracy for the best models
encountered in my experiments and the model developed in [2]. To ensure that my results
are comparable to the ones achieved by Buschjäger et al., I tried to reproduce their results
and achieved a comparable significance of detection (in my test their model achieved 25.05�
while their tests produced 24.64�). To calculate the accuracy of their model I used the
epoch with the best validation loss to make predictions on the real data and trained the

Model SLiMa Accuracy
LD-RF 20.06� 0.6803
DA-128 28.76� 0.8885
Buschjäger et al. [2] 24.64� 0.9004

Table 4.4: Significance of detection SLiMa and accuracy of the best performing models and the
non-domain adaptation approach. The best significance of detection and accuracy is highlighted.
LD-RF denotes the logistic discrimination approach to importance weighting in combination with
a random forest classifier.
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model with the real data and these predicted labels. Then the accuracy was calculated
over the simulated test set with the epoch with the best validation loss.

Let us first have a look at the significance of detection. As can be seen, the two
neural networks easily outperform the shallow domain adaptation method. What’s more,
DA-128 presents a noticeable improvement over the model developed by Buschjäger et al..
Looking back at Table 4.3, one can actually see that all tested deep domain adaptation
models outperformed the model trained purely on simulation data and therefore confirm
the effectiveness of the method proposed by Ganin et al. [1].

When comparing the accuracies of each model, similar conclusions can be made. Once
again, the shallow domain adaptation models are the worst performing models. However,
the deep domain adaptation model achieves a slightly lower accuracy than the non-DA
model. The reason for this could lie in the way the accuracy is calculated. Since the
accuracy is calculated in a circular workaround (section 4.1.2), the resulting accuracy
is only an estimate and might reject some good solutions. Nonetheless, the calculated
accuracy for the model designed by Buschjäger et al. is the highest. To further examine
these calculated accuracies I also tested the accuracy on only hadron events and only
gamma events.

By looking at Table 4.5, one can easily see the reason for the difference in overall
accuracy. While the Buschjäger et al.-model achieves similar accuracies for both gamma
and hadron samples, DA-128 achieves much higher accuracies on the set containing only
hadron events than on the one containing only gamma events. The reason for these results
most probably lies in the different distributions of gamma and hadron events across the
two domains. Since the simulation data provides an equal amount of gamma and hadron
events, the model trained purely on simulation data also achieves similar accuracies for
both classes of events. In the real data, the hadron events significantly overweigh the
gamma events, resulting in DA-128 being more confident in its hadron predictions than in
its gamma predictions.

Since the accuracy measure used in this thesis comes with small problems (occasionally
rejecting good solutions), the better measure to compare the gamma-hadron separation
models against each other is the significance of detection SLiMa, in which the deep domain
adaptation model is the clear winner.

Model Accuracy on h.e. Accuracy on g.e. Ovr. Accuracy
DA-128 0.9577 0.8193 0.8885
Buschjäger et al. [2] 0.9058 0.8949 0.9004

Table 4.5: The accuracy of the two deep machine learning models. "h.e." stands for "hadron
events" and "g.e." stands for "gamma events".



Chapter 5

Summary and Outlook

In this thesis I tested several domain adaptation methods with the aim of improving pre-
dictive capabilities when confronted with unseen and unlabeled telescope observations of
possible gamma events. Instead of being trained solely on simulated data, the tested mod-
els should be confronted with real data to compensate for the different marginal probability
distributions of simulated and real data. To examine the effectiveness of domain adaptation
models in the setting of gamma-hadron separation, different approaches were taken. First,
several "shallow" methods were tested, such as Nearest-Neighbor Importance Weighting
(NNeW), Logistic Discrimination (LD) and Transfer Component Analysis (TCA). How-
ever none of these methods were able to significantly improve the performance of their
underlying classifiers. Nonetheless, the results obtained, except for the TCA results, were
acceptable considering the computational complexity of these methods. The results of the
TCA method were rather disappointing due to the large amount of memory needed.

To further examine the effectiveness of domain adaptation, an established CNN model
for gamma-hadron separation [2] was extended by a second fully-connected layer (domain
classifier), based on the work of Ganin et al. [1], in order to incorporate real unlabeled
data into the training process. This form of deep domain adaptation proved to be very
effective, with every tested model outperforming the model proposed in [2] by Buschjäger
et al. (in terms of SLiMa). It was shown that while the domain classifier in each of the
tested models lead to predictions being made based on more domain-invariant features,
some domain classifiers also found more discriminative features. Through a small amount
of fine-tuning, it was discovered that the best trade-off between domain-invariant and
discriminative features was found when the influence of the domain classifier was smaller.
This way the CNN could first focus on finding discriminative features before progressively
focusing on those that were also domain-invariant.
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In short, the work conducted in this thesis confirmed that neural networks trained
for gamma-hadron separation can in fact be improved by means of domain adaptation.
Additionally, this thesis showed that, for this particular task, deep domain adaptation
models are far superior than any shallow method. In the future, it would be interesting
to see how the CNNs tested in this thesis can be improved by further adjustments of the
networks meta-parameters. Since the shrinking of the layer size (in the domain classifier)
and the decreasing of the � value (Eq. 15) both, individually, showed improvements to the
untouched model (DA-512), one could start by combining these adjustments to possibly
further improve predictive capabilities.
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